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   We adapted the trial-level meta-analysis of surrogate endpoints (Gail et al, 2000, Buyse 

et al, 2000) to binary surrogate and true endpoints using a relatively simple method-of-

moments approach for estimation. Let ^  denote randomization group, W  denote a 

surrogate endpoint with realizations of 0 or 1, and X  denote a true endpoint with 

realizations 0 or 1. Also let M œ !  denote the application or validation trial and M œ 3  

œ "ß #ß  5 index previous trials. We define 

   90DX  œ :<ÐX œ "l ^ œ Dß M œ 0Ñ œ the probability the true endpoint equals 1 in arm 

D of the application or validation trial, 

   9!DW  œ :<ÐW œ "l ^ œ Dß M œ 3Ñ œ the probability the surrogate endpoints equals 1 

in arm  D of the application or validation trial, 

  93DW  œ :<ÐW œ "l ^ œ Dß M œ 3Ñ,  œ the probability the true endpoint equals 1 in arm  D 

of previous trial 3,

   93DX  œ :<ÐX œ "l ^ œ Dß M œ 3Ñ œ the probability the true endpoint equals 1 in arm 

D of previous trial 3, 
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outcome = and true outcome >Þ The estimates under a binomial model are 9s3DW œ

8 s
3D"Î83D and 93DX œ 8 3 X

3D"Î83DÞ Let 93 œ Ð?3, 9 0 W	 ß 93"W ) , where ?3  œµ 

9 si1 X  93 0 X	 Þ We assume that 9 3 ~ RÐ  9 3 ß Zsam plingÐ3Ñ Ñ. Let )3D= œ  :<ÐW  œ  =ß X   >l 3ß DÑ.
µ µ 

> œ

Applying the delta method 

The parameter of interest is the treatment effect in the new trial ?! = 9!"X  90!X . We 

construct a joint random effects model for the estimate of 93DW and 93DX based on data 

from previous trials 3 œ "ß #ß 5 and use the model along with the estimates in new trial 

of the probability of surrogate endpoint to estimate the treatment effect ?! in the new 

trial. Let 83D=> denote the number of subjects in group D of trial 3 who have surrogate 

Î 5# 5 # #
3?? 3?W! 53?W" ÑÐ  ZsamplingÐ3Ñ œ 53 W	# # Ó X
? ! 53W!W! ! œ  E † [3 † E  , where
 Ï 5 # ! #


  Ò
3 W? "  53W"W"

ÎA   A  3!WW 3!WX	 ! ! Ñ Î ! -" ! "Ð A A ! ! Ñ
3!WX 3 X0[ œ  Ð	  X Ó

3	 Ó, E œ " !  ! ! ,  
! ! A3"WW A3"WX Ï Ï 0 ! " ! Ò	 Ò! ! A3"WX A3"XX

(1)

    A3D WW
 = 93DW Ð"  93DW Ñ Î 83Dß

A3DX X   œ 93DX Ð"  93DX Ñ Î 83Dß


A3DWX = -9@Ð93DW ß 93DX Ñ œ -9@Ð)3D"!  )3D""ß )3D!"  )3D""Ñ 

Î	 )3D!"Ð"  )3D!"Ñ  )3D!" )3D"!  )3D!" )3D"" Ñ Î ! Ñ 
=a " ! " b   )3D!" )3D"! )3D"!Ð"  )3D"!Ñ  )3D"! )3D"" Î8Ï 3D  " 

	  )3D!" )3D""  )3D"! )  Ï
 Ð Ò Ò

3D"" )3D"" "  )3D""Ñ " 

œ Ö ) 3D"" (1  93DW )  )3D!"   93DW×  Î83Dß 

s	 sFor estimation, )3D"" =83D""Î83D and )3D!" =83D!"Î83D. 

2
 



  

 Following the general approach of Gail et al (2000) and Buyse et al (2000), to allow 

for extra variability, we superimpose a random effects models,  93 µ RÐ9  ß Zrandom Ñ, 
µ µ 

where 

Î .?? .?W!  .?W"  Ñ 
         Zrandom œ .? W! . W!W!  . W!W"  . Ï . Ò

?W"  .W!W"  .W"W"  

( ) #

 s sLet = ! œ Ð?!, 9 0 ß 9 ), where ?! œ 9!"X  9!!X is the parameter of interest. ! W !"Wµ 

Based on (F1) and ( F2), we assume a joint normal distribution for =!  with mean 
µ 

ÐIÐ ? ! Ñ , IÐ 9 !0 W Ñß IÐ 9 !"W ÑÑ and variance 

 Î .?? . ?W0 .?W" Ñ 
         . #Ï ?W0 . W0W0 +5!W!W! . W0S1 
  

 Ò
.?W"  .W0S1 . 1 + # 
W W"  5!W"W" 

3Ð Ñ

Based on the formula for conditional joint normal distribution (e.g. Morrison, 1980, p. 

97), 

IÐ? s s
! | 9!0
 W , 9!"W ) œ   IÐ? !Ñ +

-"
 
. +5# . s9 IÐ9 Ñ 

Ð. ?S! , . ?W")  Œ W W0 0 !W ! W0S1 
 !W  !!W 

 #     -Œ !!W .W . 1W"+  
0S1 W 5!W1 1W  9s  IÐ9 !"WÑ !"W 

(4)  

The formula in Buyse et al (2000) is (4) with  5 #!W!W! œ 5 # !W"W" œ !, which ignores the 

variability in the estimates from the application or validation trial, although, in 

practice,we found this made little difference.

 We plug the following estimates into (4). We estimate IÐ?!Ñ by D3  ?s3 Î5, and we  

estimate IÐ9s Ñ by D  9s 
!DW 3 3DW Î5Þ    We estimate the components of  Zs random  using the 

following method-of-moments approach.  Let 9 œ 3 D 9s 
3  Î 5 . W ithout imposing any 

µ µ 
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m  odel the estimated variance of  
9 is Zs  s total œ Ð93  9 Ñ X † Ð 9s  9 Ñ /(5 Ð5  "ÑÑÞ 
µ µ µ µ3 µ 

 The sampling variance for 9 is Zs sampling  œ  D s Î5#, whereZs3 Z sampling Ð3Ñ   sampling Ð3Ñ is 
µ 

simply Z samplingÐ3Ñ  with the estimates substituted for the parameters. The method of 

moments estimate of Zs   random is Zs random = Zs total   Zs sampling . However for Zs random to be 

a valid estimated covariance matrix, it must be positive definite.  If Zs random is not 

positive definite, we compute an adjusted covariance matrix Z ‡
 
randomas follows.  We first 

write Zs
 random  œ Q H3+198+6 Ð  - Ñ Q , where - =(-"ß -# ß ÞÞÞÞÑ are the eigenvalues,
µ µ 

H3+198+6  indicates a diagonal matrix,  and Q  is the normalized eigenmatrix.  We then 

replace eigenvalues that are less than or equal to zero with a small positive value to 

obtain a new vector of eigenvalues  -‡  . We then computed the adjusted positive definite 
µ 

covariance matrix Z ‡random = Q H3+198+6 Ð- ‡ Ñ QÞ 
µ 

Additional Reference 

Morrison DF. (1976). Multivariate Statistical Methods. New York: McGraw-Hill Book
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